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(e.g., from 95 percent CIto 90 percent CI) in order to fit non-violations of frequentistism (e.g., homoscedasticty of 
variance). Propagational, non-normalities in county-level prostate cancer, empirical datasets may exhibit serial 
correlation, that is, E (εiεj 6= 0). Such error terms may be autocorrelated. This randomness may be ascertained by 
computing non-zero, latent, autocorrelation coefficients within a geographically weighted matrix for optimizing, 
county-level, polygonized, semi-parametric, zip code values at varying lags in AUTOREG. If random, such prostate 
cancer regression autocorrelations should be near zero for any and all lag separations. If non-random, then one or 
more of the residual autocorrelation coefficients in the zip code, polygon, geographically classified, regression 
model would be significantly non-zero. In this analysis, we initially constructed a multivariate linear regression of 
prostate cancer withna vulnerability model framework where yt = β0 + β1xt + εt, and where εt = ρεt−1 in PROC 
REG. In the model, yt and xtgeographically represented zip code,polygonized, observational covariates on the 
response and regressor variables which were revealed at t in AUTOREG. A first-order Durbin-Watson 
autocorrelation model was constructed where y was a first-order, vulnerability, county-level, prostate cancer 
affiliated process observed at homogeneously spaced  levels, that is, εt = ρεt−1, where εt was the error term at t, and 
NID (0, σ2) represented  a random,georefernceable, zip code polygonized, explanatory, predictor variable 
geosampled in Hillsborough County in Florida.  p (|ρ| < 1) was the autocorrelation coefficient at the zip code level. 
We were able to robustly quantitate a linear estimate (median household income) at a 95% CI. We defined clustering 
propensities in the prostate cancer vulnerability explanatorialregressors. Our model illustrated positive 
autocorrelation. We were also able to identify a georeferenceable, hotspot location within the zip code polygon in 
ArcGIS. Situations where negative autocorrelation occurs were not encountered in the model. Regressively targeting 
grid-stratifiable, zip code, grid-stratified, regression polygon georeferenced geolocations within county areas can 
represent populations vulnerable to prostate cancer. 

 
Keywords: Prostate cancer; prevalence rate; autocorrelation; zip code polygon; multiple linear regression. 

______________________________________________ 
1. Introduction 

Prostate cancer is a chronic disease specific to only males. It involves the abnormal growth of cells in the 
prostate gland which is typically malignant (American Cancer Society 2017). In the United States (U.S.), prostate 
cancer is the first most common incident cancer and the second leading cause of cancer deaths among males 
(Centers for Disease Control and Prevention 2016). While there is a greater number of new cases of prostate cancer 
among White Americans, death rates from prostate cancer is higher among African Americans, compared to other 
races in the U.S. (National Cancer Institute 2017).  

Identification of cancer clusters with the use of geographical analytical tools have been well established 
(Grubesic and Matisziw 2006, DeChello and Sheehan 2007, Meliker et al. 2009). Abe et al.(2006) employed the use 
of Spatial Scan Statistics (SaTScan) to identify high proportion of men in New Jersey who were diagnosed with late-
stage prostate cancer. They found that Northeastern New Jersey had the highest cluster with its population 
comprising mostly of African Americans, Asians and Hispanics. In a recent study, Wagner et al.(2013) used 
Geographical Information System (GIS) to analyze and identify prostate cancer incidence hotspots in Southwestern 
Georgia. They also used a discrete Poisson count variab;e model to detect prostate cancer incidence rate in both 
African American and European American men in the north and northwest central Georgia. The application of GIS 
in analyzing health data has helped to inform health related interventions due to its benefit in mapping out 
geographical areas in need of such interventions and other strategies required for the control of diseases. 

The number of new cases of prostate cancer in the U.S. varies from state to state. As a result, several research 
on prostate cancer have used Florida as a case study. Goovaerts et al. (2016) applied a binary, logistic regression 
analysis in a geographical context with the aim of analyzing the relationship between the proportion of late stage 
prostate cancer cases and potential demographic factors in Florida.  Xiao et al. (2007)employed GIS to analyze 
racial disparities. They equally employed multilevel,multivariate, logistic regression to examine the impact of 
individual, county and census tract level factors on prostate cancer incidence in Florida. Additionally, Xiao et al. 
(2011) studied the disparities in late-stage prostate cancer in Florida in terms of race and geography. Although the 
aforementioned studies had some merits, they failed to cartographically geographically locate georeferenceable, 
vulnerable regions of total prostate cancer patients,grid-stratified by county levels. 
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When α is set to 5% in a prostate cancer forecast, vulnerability, epidemiological model the conditional 
probability of a type I error, given that the null hypothesis is true, is 5%,and a statistically significant result is one 
where the observed p-value is less than 5%. Hence when drawing exploratory prostate cancer county-level, 
temporally dependent data from a regression model sample, the rejection region would comprise 5% of the sampling 
distribution. In statistics, a sampling distribution or finite-sample distribution is the probability distribution of a 
given statistic based on a random sample[Draper 1998]. 

Further, these 5% can be allocated to one side of the sampling distribution in the prostate cancer model as 
in a one-tailed test, or partitioned to both sides of the distribution as in a two-tailed test, with each tail (or rejection 
region) containing 2.5% of the distribution. One-tailed tests are used for asymmetric distributions that have a single 
tail, such as the chi-squared distribution, which are common in measuring goodness-of-fit, or for one side of a 
distribution that has two tails, such as the normal distribution, which is common in estimating location; this 
corresponds to specifying a direction.[Fox 1997]. Two-tailed tests are only applicable when there are two tails, such 
as in the normal distribution, and correspond to considering either direction significant. The use of a one-tailed test 
is dependent on whether the research question or alternative hypothesis specifies a direction such as whether a group 
of objects is heavier or the performance of students on an assessment is better.[ 

A two-tailed test may still be used in a vulnerability, prostate cancer, county-level, model to determine 
statistical significance but it may less powerful than a one-tailed test because the rejection region for a one-tailed test 
is concentrated on one end of the null distribution and is twice the size (5% vs. 2.5%) of each rejection region for a 
two-tailed test. As a result, the null hypothesis can be rejected with a less extreme result if a one-tailed test in a 
prostate cancer model is used. The one-tailed test is only more powerful than a two-tailed test if the specified 
direction of the alternative hypothesis is correct[Draper 1998]. If it is wrong, however, then the one-tailed test has no 
power. 

A related topic in regression analysis, focuses more on questions of statistical inference such as how much 
uncertainty is present in a curve that is fit to data observed with random errors[Fox 1997]The best fit in the least-
squares vulnerability county-level, prostate cancer, forecast model would optimally minimizethe sum of squared 
residuals (a residual being: the difference between an observed value, and the fitted value provided by a, endemic 
model estimator). When the problem has substantial uncertainties in the independent variable (the x variable), then 
simple regression and least-squares methods have problems; in such cases, the methodology required for fitting 
errors-in-variables models may be considered instead of that for least squares[Draper 1998] In statistics, errors-in-
variables models or measurement error models are regression models that account for measurement errors in the 
independent variables[Fox 1997]. 

In the simple case of a set of (x,y) geographically and clinically geosampled, prostate cancer, county-level, 
grid-stratfied, regression prognosticators, the approximation function may be  a simple "trend line" in two-
dimensional Cartesian coordinates. The method mayminimize the sum of absolute errors (SAE) (the sum of the 
absolute values of the vertical "residuals" between georeferenced,geosampled,zip code, polygon points generated by 
the function that correspond toland cover points in the county empirical dataset). The least absolute deviations 
estimate also arises as the maximum likelihood estimate if the errors have a Laplace distribution. In probability 
theory and statistics, the Laplace distribution (i.e., the double exponential distribution)  is a continuous probability 
distribution[Draper 1998]which may be  defined in  a vulnerability forecast, county-level, prostate cancer, regression 
model employing two exponential distributions with an additional georeferenced, zip-code polygon,  geographic 
geolocation parameter) spliced together back-to-back.   

 

Errors due to regression violations in a forecast, vulnerability, time series, county-level, prostate cancer models 
may be minimized by utilizing linear and non-liner techniques in SAS and ArcGIS. For example, The Spatial 
Statistics toolbox provides effective tools for quantifying spatial patterns in an empiricial dataset of clincial, field or 
remote geosampleddiagnsoticgeoreferenecable, covariates associated with county-level, hyperendemicgeolocations. 
Using the Hot Spot Analysis tool, for example, a county-level epidemiologist of public health official may answer 
questions such as: Are there places at the zip code where people are persistently dying due to underdiagnosed 
prostate cancer?Where are the hot spots for targeting prostate cancer interventions?Where do we find a higher than 
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expected proportion of prostate cancer in a county? The Spatial Statistics toolbox contains statistical tools for 
analyzing spatial distributions, patterns, processes, and relationships of georeferenceable, prostate cancer 
geolocations. While there may be similarities between linear (traditional) and non-linear statistics in terms of 
concepts and objectives, spatial statistics are unique in that they were developed specifically for use with geographic 
data[www.esri.com]. Unlike traditional nonspatial statistical methods, spatial models incorporate space (proximity, 
area, connectivity, and/or other spatial relationships) directly into their mathematics.The tools in the Spatial 
Statistics toolboxhence may allow summarizing  the salient characteristics of a spatial county distribution of  time 
series geosampled prostate cancer variables (e.g., quantittaingthe mean center or overarching directional trend), 
identify statistically significant spatial georeferenceableclusters (e.g., hot spots/cold spots) or spatial outliers,( i.e, 
extreme observations) assess overall patterns of clustering or dispersion, group features based on attribute 
similarities,( e.g., autocorrelated diagnostic covarites)  identify an appropriate scale of analysis, and explore spatial 
relationships 

In this analysis, we constructed a linear and non-linear regression modelsto determine county-level socio-
demographicexplanators associated with the prevalence of prostate cancer in Hillsborough County, Florida in PROC 
REG. We utilized cartographic data [land use land cover(LULC)geospatial analysis] to determine vulnerability 
geolocations of georeferenceablepopulations to prostate cancer at the zip code level at the study site in ArcGIS. GIS 
and remote sensing have often been used to describe and forecast chronic infectious diseases, such as tuberculosis 
(Jacob et al. 2013), West Nile virus (Griffith 2005), measles (Alao et al. 2016), just to mention a few. However, GIS 
and remote sensing have not been employed for delineating vulnerable, county-level,georeferenecable,LULC 
regions to prostate cancer.  

Our objectives were:1)To construct a linear regression probability model to determine covariates at 95% 
confidence interval.2)To map areas that were vulnerable based on the regression model output,3)To utilize a first 
order autocorrelation analysis to quantitate clustering propensities in the empirical, county-level, social demographic 
and landscape dataset ;and,4)To conduct a hotspot analysis to identify and prioritize regions of vulnerability of 
prostate cancer in a zip code polygon in Hillsborough County, Florida. 

 

2. Materials and Methods 

2.1. Sample Collection 
We obtained 61,139 prostate cancer cases of males diagnosed in Florida from 2010 to 2014 from the 

Florida Cancer Data System (FCDS). The FCDS is Florida statewide cancer registry lodged at the University of 
Miami. The FCDS was established in 1981 for the collection of cancer incidence data in Florida and contains 
approximately 3,400,000 cancer incidence records (Florida Cancer Data System 2017). The FCDS collects 
information on patients’ demographics, characteristics of prostate tumor, information on tobacco use, primary payer 
of health insurance, residence and other information on cancer patients. Census tract level information which 
includes median age, population, percentage of high school graduates, median household income, individuals below 
poverty level and race (White, Black and Asian) were extracted from the U.S. Census Bureau (U.S. Census Bureau 
2017) based on the county zip codes obtained from the Capitol Impact Government Gateway (Capitol Impact 2017). 
The zip codes with no demographic information were excluded from the study. A total of 48 zip codes were used in 
our study and they served as the unit of our analysis. 

2.2. Spatial Analysis 
ArcGIS 10.5 was used to perform GIS functions. Prostate cancer prevalence rates were tabulated at the 

county-level by superimposing point layers of prostate cancer prevalence rate onto a map of Florida counties (Xiao 
et al. 2007). The total combined number of prevalence rates of each county was affixed as a feature to each county 
record. Thematic map of high and low clusters of prostate cancer prevalence rates by counties (Figure 1) was 
generated as well as prostate cancer prevalence rate in Hillsborough County, as shown in Figure 2. 
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2.2.1. Land use Land cover Classification (LULC) 

Using the Florida Department of Environmental Protection (FDEP) GIS data, four LULC classifications were 
generated for Hillsborough County. A LULC spatial analyses is beneficial for planning and monitoring a region for 
several purposes, such as determining changes over time. This tool is also powerful in providing important 
information for a large area (Esri 2017). The LULC for Hillsborough County included: water, agriculture, 
commercial and residential. These classes were defined as follows:  

(1) Water: Bodies of water such as gulfs, oceans, seas, lakes and reservoir. 
(2) Agriculture: Geographic areas dominated by the presence of thick vegetation, trees, nurseries, brush-lands 

and vineyards 
(3) Commercial: Areas dominated by industrial activities and enterprises. 
(4) Residential: High and low density areas with maintained housing. 

The georeferenced Hillsborough County zip codes were then overlaid to determine the zip codes associated with the 
LULC (Figure 4). 

2.2.2. Hotspot Analysis 
Hotspots of prostate cancer prevalence at the zip code level in Hillsborough County was analyzed with the 

spatial statistics hotspot analysis tool referred to as Getis-OrdGi* algorithm in ArcGIS 10.5..The Getis-Ord local 
statistic was given as: 

(2.1)  

wherexjwas the attribute value set for a geosampled, county-level prostate cancer covariate feature,wij was 
the spatial weight betweeni and j;nwas equal to the total number of features and 

(2.2) and (2.3). 

The hotspot analysis (Figure 6) wa employed identify statistically significant spatial clusters of high and low 
prostate cancer prevalence rates in the study area. P-values and Z-scores were used to indicate the aggregate of 
spatial clustering in the geosampled datasets. A z-score (aka, a standard score) was employed to indicate how 
many standard deviations an element was from the mean in the prostate cancer model. A z-score can be calculated 
from the following formula. z = (X - μ) / σwhere z is the z-score, X is the value of the element, μ is the population 
mean, and σ is the standard deviation[ Fox 1997]. 

2.3. Statistical Analyses 
The prevalence rate of prostate cancer was calculated by dividing the existing number of prostate cancer cases 

in each county by the total number of population in each county per 10,000 population Our multiple linear 
regression model involved the use of prostate cancer prevalence rate in Hillsborough County across the different zip 
codes available in the county as our dependent variable. To introduce heterogeneity in our dependent variable (Y), it 
was necessary to calculate the proportion of prostate cancer prevalence across each zip code. This was obtained by 
dividing the population at each zip code by the total population in Hillsborough County. The result was then 
multiplied by the Hillsborough County’s prostate cancer prevalence rate of 30 per 10,000 population. 
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2.3.1. Pearson’s Correlation Coefficient  
 Pearson’s r correlation coefficient was employed to determine whether there exists any linear relationship 
between the variables in the county-level prostate cancer model. The PROC CORR procedure in SAS was utilized to 
achieve this aim. A sample Pearson’s correlation co-efficient (r) falls between the values of +1 and -1, where a 
positive value indicates a positive correlation while a negative value indicates a negative correlation[ ]. 

2.3.2.Multiple Linear Regression 
A linear regression with statistical significancewas determined by a p-value less than 0.05 to ascertain 

whether the proportions of prostate cancer in each grid-stratified, georferenced, zip code could be predicted by 
certain independent variables. The linear regression model assumeda random sample between Yi, (proportion of 
prostate cancer prevalence rate), the regress and regressorsXi1, ...Xip (age, education, income, race, poverty, 
landcover). A disturbance term εi, helped capture the influence of all covariates geosampled on Yi other thanXi1, 
...Xip. The random error term, ε, in a regression analysis istypically assumed to be normally distributed with 
meanzero and variance S2(Jacob et al. 2010). Theregression analyses were performed using PROC REG. P-values 
less than 0.05 was considered statistically significant. The multiple linear regression model was described as: 

(2.4) 

It was important to distinguish the model in terms ofrandom variables and the observed values of the 

random variables. Thus, we determined; (2.5). In order to estimate the 

sampled parameters, it was useful to use the matrix notation:)        (2.6) where  was a column 

that included proportion of prostate cancer prevalence rates of,  whichincluded the unobserved 
stochastic components ε1, ..., εnand the matrix X  as in Jacob et al. (2010).  

 

The weighted matrix was the observed sampelde county-level prostate cancer, grid-stratified, explanatory, 

parameter values of the regressorsexpressed as                                                                                           
(2.7)  

In the forecast, vulnerability, county-level, prostate cancer, epidemiological model, X included a column 

that did notvary across the geosampledregressors which we employed to represent the intercept term  The 
presence of multicollinearity was examined and the predictor variables with a variance inflation factor of >10 were 
excluded from the model. Diagnostics for the presence of any assumption violations of a multiple linear regression 
model were carried out. The PLOT statement with residuals plotted against the predictors checked for non-linearity 
and non-constancy of error variance whilst a normal quantile-quantile (Q-Q plot) was plotted to check for the 
normality assumption. In chronic infectious statistics, a Q–Q plot may be employed as a probability plot, for 
comparing two probability distributions by plotting their quantiles against each other (Jacob et al. 2013, Griffith 
2005). In statistics and the theory of probability, quantiles are cutpoints dividing the range of a probability 
distribution into contiguous intervals with equal probabilities, or dividing the observations in a sample in the same 
way.(Fox 1997). 
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Our assumption was that a county-level,geosampled, zip code, grid- stratified, prostate cancer, explanative, 
georeferenecable, regressor point (x, y) on the plot would correspond to one of the quantiles of the second 
distribution (y-coordinate) plotted against the same quantile of the first distribution (x-coordinate). Hence, the 
regression line in model we assumed would reveal a parametric curve with the parameter which would be the 
number of the interval for the quantile. If the two prostate cancer probability distributions being compared were 
similar we could then  assumethat, the points in the Q–Q plot would approximately lie on the line y = x. If the 
distributions were linearly related, the points in the Q–Q plot we assumed would then approximately lie on a line, 
but not necessarily on the line y = x. Q–Q plots in ArcGIS can be used as a graphical means of estimating parameters 
in a location-scale family of distributions(Anselin 1995). 

 

 2.3.3. Durbin-Watson First-Order Autocorrelation Test 
The Durbin-Watson test was employed to evaluate the presence of a first-order autocorrelation in our 

model. We applied PROC AUTOREG for Durbin-Watson statistics to detect inherent residual error coefficients in 
the regression analysis for the county-level geosampled, prostate cancer data. The DWPROB option in PROC 
AUTOREG allowed for the ascertainment of significance level within the selected predictor variables. The DW 
statistics tests the null hypothesis: Likewise, the residuals associated with the 
observation at time t wasprovided by et. Then, the DurbinWatson test was given by the equation below 

   (2.8) where T was the number of geo-referenced prostate cancer prevalence rate in 
each grid-stratifiable, georeferenceable, zip code as in  Alao et al. (2016).   

 The value of d in the DW test for the prostate cancer prevalence modelwas approximately 2 (1-r), where r 
was the sample autocorrelation ofthe residual. Similarly, the distribution of d falls within the values 0 and4 and is 
symmetrical around 2 while d=2 shows no serial correlationin errors (Chen 2016). When a value of d<1, exists in a 
first order autocorrelation model this would indicate that the errors within the modelare serially correlated to one 
another, and there is possible violation of the assumption of error independence in a given regression model (Griffth 
2003). Durbin Watsond values <2 indicates a positive serial correlation and d>2 signifiessuccessive error terms are 
much dissimilar from oneanother i.e. negatively correlated. 
 

3. Results 
Figure 1 shows the counties with the highest and lowest prostate cancer prevalence in Florida. Sumter County 

has the highest prostate cancer prevalence rate of 93 per 10,000 population compared to other counties in Florida. 
On the other hand, Lafayette County and Glade County had an equal prostate cancer prevalence rates of 9 per 
10,000 population compared to the rest of the counties in Florida. 

 Figure 2 depicts the prostate cancer prevalence rate of our study site. Hillsborough County has a prostate 
cancer prevalence rate of 30 per 10,000 population. In addition, there were other counties in Florida, which had a 
prevalence rate of 30 per 10,000 population, similar to Hillsborough County. These counties are Duval County, 
Osceola County, Desoto County, Broward County, Miami-Dade County and Monroe County. 

 Figure 4 illustrates the result of our LULC classification. Eligible zip codes in our study site were mapped 
to identify their individual georeferenceable, geolocations in the LULC polygons. Based on the LULC, majority of 
the zip codes were located in the residential areas, followed by commercial area, agricultural area and water.  

Figure 5 shows the results of the Pearson r correlation algorithm. This procedure is useful in determining 
both the magnitude and the direction of the association amongst the variables in our model. Hence, the output from 
the prostate cancer model indicates that income (r = -0.51113, p-value= 0.0002) is inversely associated with prostate 
cancer prevalence. In other words, as income decreases, the prevalence of prostate cancer becomes higher. Variables 
associated to povertyshowed a positive association with prostate cancer prevalence although not statistically 
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significant (r = 0.17434, p = 0.2360). This means that as poverty increases at the epidemiological study site the 
prostate cancer prevalence also increases. Additionally, the output shows the relationship between income and race. 
White race (r = 0.43108, p = 0.0022 has a statistically significant positive association with income while Black race 
(r = -0.13534, p = 0.3591) and Hispanic race (r = -0.24287, p = 0.0962) are negatively associated with income 
although the relationship is not statistically significant. An inverse association was found between poverty and 
White race (r = -0.80115, p < 0.0001). On the other hand, Black race (r = 0.77179, p < 0.0001) and Hispanic race (r 
= 0.45202, p = 0.0013) had a significantly positive association with poverty. 

 Figure 6 depicts the output from a multivariate, linear regression model. The result indicates that income 
(p-value =0.0033) is significantly associated with prostate cancer prevalence. Poverty (p-value = 0.0633) had an 
association with prostate cancer prevalence, although it was not statistically significant at an alpha level of 0.05. 
Other independent variables in our model were not significantly associated with prostate cancer prevalence. 
Specifically, the LULC variable showed no association with the prostate cancer risk.  

Figure 7 shows a map that illustrates the result of our multiple linear regression. Based on our findings in 
the regression model, income was significantly associated with the prevalence of prostate cancer at the zip code 
level. Thus, zip codes with lower income are more likely to have a greater risk of prostate cancer. Zip codes 33603, 
33604, 33605, 33612, 33613, 33614, 33619, 33563, 33592 have lowest median income within the range of $25,341- 
$38,132. Likewise, they have an increased likelihood of having a greater prostate cancer prevalence rate compared 
to other zip codes in Hillsborough County. On the contrary, zip codes 33547, 33548, 33556, 33558, 33569, 33602, 
33606, 33624, 33626, 33629, 33647, 33572 are more likely to have a lower prostate cancer prevalence since they 
have the highest median income within the range of $61,512 - $100,817. 

Figure 8 shows the output from our first-order Durbin-Watson test of autocorrelation. The PROC 
AUTOREG procedure generated a positive auto correlation (1.5577), in other words, a positive spatial clustering 
among the predictor variables and the prostate cancer prevalence rate outcome variable among Hillsborough County 
zip codes in our model.   

Figure 9 illustrates the result of our hotspot analysis. Our analysis targeted the highest region (hotspot) of 
prostate cancer vulnerability. Zip code 33610 is the hotspot, surrounded by zip codes 33510, 33603, 33612, 33613, 
33614, 33617, 33637, which were located in the hotspot region as shown in the figure. On the other hand, we found 
cold spots in zip codes 33572, 33621 and 33616 while the remaining zip codes were neither hotspots nor cold spots 
of prostate cancer vulnerability. 

4. Discussion 
Socio-demographic factors have a role to play in disease occurrence. Our analysis found that income had a 

negative association with the prevalence of prostate cancer, such that lower income level is more likely to increase 
the prevalence of prostate cancer. Income has been delineated as an important independent variable in prostate 
cancer research (Howard et al. 2000, Lund Nilsen et al. 2000, Du et al. 2006, Talcott et al. 2007,Kilpeläinen et al. 
2016). Studies by (Lund Nilsen et al. 2000, Kilpeläinen et al. 2016) showed that high income increases the incidence 
rate of prostate cancer. On the other hand, lower income increases the mortality rate from prostate cancer as shown 
in studies by (Howard et al. 2000, Du et al. 2006). The effect of income on prostate cancer prevalence from our 
finding indicates that  grid-stratified, zip codes with lower income are more likely to lack adequate funding and 
access to prostate cancer treatment. Thus, the number of existing  cases of prostate cancer would tend to be high. As 
a ripple effect, this would increase the death rate of low income prostate cancer patients.  

Environmental and genetic factors contribute to the development of prostate cancer. It is important to 
understand the interactions between and within factors that encourage prostate cancer risk (Klassen & Platz 2006). 
Hence, we included a landscape variable in our analysis to demonstrate the possible impact of geographical location 
on prostate cancer prevalence although we found no association between them in our analysis. However, Sharp et al. 
(2014) revealed that the relative risk of prostate cancer was more prominent in rural areas compared to urban areas. 

There were some limitations present in our study. We evaluated sociodemographic factors at the census/ 
county level and not at the individual level. Hence, the issue of  fallacy comes into play as we could  not make 
inferences on the individuals in our study area based on our findings. Additionally, in our analysis, we estimated the 
proportionality assignment of prostate cancer cases in each zip code. In other words, we used the prevalence rate of 
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prostate cancer in Hillsborough County to estimate the prostate cancer prevalence rate by each zip code since we did 
not have information on the prostate cancer prevalence rate by zip codes. 

The Durbin-Watson test, can decide if autocorrelation correction is needed in a county level, empirical 
geosampled, dataset of stratified, zip code polygonized, prostate cancer data points. However, generalized Durbin-
Watson tests should not be used to decide on the autoregressive order in these datasets. The higher-order tests will 
assume the absence of lower-order autocorrelation in the dataset. Also, Durbin-Watson tests may not be valid when 
a lagged dependent, geosampled, stratified, prostate cancer, specified, explanatory variable is employed in a county-
level, grid-stratified, zip code, SAS, regression model. In this case, the Durbin h test or Durbin t test may be used to 
test for first-order autocorrelation.  

For the Durbin h test, a prostate cancer researcher could specify the name of the lagged, county-level, 
explicative dependent variable (e.g., case distribution,) in the LAGDEP= option. For the Durbin t test, specify the 
LAGDEP option without giving the name of the lagged dependent variable(SAS Institute Inc 2017). For example, 
the following statements can add a county-level, grid- stratifiable, geosampled, zip code prostate cancer related time 
series variable YLAG to the dataset and henceforth regress Y on YLAG instead of TIME: 

data b; 
set a; 
ylag = lag1( y ); 
run; 
 
procautoreg data=b; 
county zip code prostate cancer  model y = ylag / lagdep=ylag; 
run; 

 
If the ordinary Durbin-Watson test indicates no first-order autocorrelation in a dataset of county, zip code, 

grid-stratified, regression model renderings, a prostate cancer researcher may use the second-order test to check for 
second-order autocorrelation. The capabilities for visualizing, rapid data retrieval, and manipulation in ArcGIS have 
created the need for applying new techniques of exploratory zip code, grid-stratified, prostate cancer, time series, 
diagnostic analysis that focus on the “spatial” aspects of the data.  Outlining a new general class of local indicators 
of spatial association (LISA) may allow for the decomposition of global indicators, such as Moran's I, into the 
contribution of each geosampledprostate cancer, explanative georeferenecable, observation. In statistics, Moran's I is 
a measure of spatial autocorrelation which may be characterized by a correlation in a signal among nearby locations 
in space(Moran 1950).  

The LISA statistics may serve two purposes for optimizing prostate cancer empirical geosampled, county-
level, optimizabledatasets. On one hand, they may be interpreted as indicators of local pockets of nonstationarity, or 
hot spots, similar to the Gi and G*i statistics of Getis and Ord (1992) at a county, prostate cancer, grid-stratified, zip 
code specification level. On the other hand, they may be used to assess the influence of individual geolocations in a 
georeferencible zip code polygon based   on the magnitude of the global statistic for identification of outliers, as in 
Anselin's Moran scatterplot(Anselin 1993). In statistics, an outlier is an observation point that is distant from other 
observations(Grubbs 1969). An initial evaluation of the properties of a LISA statistic may be carried out for the local 
Moran, which may be applicable for robustly quantitating spatial patterns in a grid-stratifiable, georeferenceable, 
prostate cancer,  zip code polygon employing number of Monte Carlo simulations. In chronic infectious, predictive, 
probabilistic models, Monte Carlo simulation performs risk analysis by building models of possible results by 
substituting a range of values—a probability distribution—for any factor that has inherent uncertainty. It then 
calculates results repeatedly, each time using a different set of random values from the probability functions (see 
Jacob et al. 2013, Griffith 2005). 

If a test for negative autocorrelation is desired to quantitate non-linear, stratified, county-level, prostrate, 
cancer, zip code, gridded, ArcGIS polygon, a prostate cancer researcher could use the statistic 4−d. Then the 
decision rules for H0: ρ = 0 versus H1: ρ < 0 may not be the same as those used in testing for positive 
autocorrelation. It may be  also possible to conduct a two-side test (H0 : ρ = 0 versus H1 : ρ = 0) in an AUTOREG 
procedure by employing both one-side tests simultaneously in a county-level, zip code, prostate cancer, 
georeferenced, polygon model. If this is conducted parsimoniously, the two-side procedure could quantitate Type I 
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error 2α, whenst α is the Type I error is used for each one-side test.  Accurate CI estimators for ascertaining 
stratifiable, zip code level, county, diagnostic, prostate cancer regression gridded proportions, rates, and their 
differences may be also described in MATLAB programs. The programs may search for CIs  and utilize an 
integration of the Bayesian posterior with diffuse priors which may measure CI at 99% for optimally quantitating 
time series, prostate cancer, zip code grid-stratified, georeferenceable, county-level regressors. 

In generalizable, Bayesian hierarchical, prognosticative, county-level, prostate cancerprobability models, 
a prior probability distribution (i.e., the prior), of an uncertain vulnerability related quantity would be the optimal  
distribution that would express beliefs about this quantity before some evidence is taken into account (see Jacob et 
al. 2013, Griffith 2005). For example, the prior in a county-level,  prostate cancer, regression, research, time series, 
diagnostic  model could be the probability distribution representing the relative proportions of vulnerability, grid-
stratifiable county-geolocationfor determining prevalence in a specific zip code polygon  in ArcGIS. The unknown 
quantity may be a parameter of the model or a latent variable rather than an observable variable. Bayes' 
theorem calculates the renormalized pointwise product of the prior and the likelihood function, to produce 
the posterior probability distribution, which is the conditional distribution of the uncertain quantity given the data 
(Gelman 2005). The CI estimators may find one or two-sided intervals in the model. For two-sided intervals, either 
minimal-length, balanced-tail probabilities, or balanced-width may be henceforth selected for optimization of 
biased, geosampled, county-level, prostate cancer, regression, zip code polygon, model predictors. 

5. Conclusion 
Our findings reveal that a socio-demographic covariate, in this case, income is an optimal  explanatory 

predictor of prostate cancer prevalence at the zip code level within a county. We further identified areas of high 
prostate cancer vulnerability at the county-level.This information can help target prostate cancer intervention 
strategies in communities and help allocate resources to areas highly in need of them. Further studies on the  linear 
and spatial association between prostate cancer prevalence rate and potential  socidemiographic and LULC 
predictors may optimally forecast time series georefereneceable,  grid-stratifiable  vulnerable, hyperendemic,  
county-level, zip code regions. 
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Appendix 1. 

 
Figure 1. High and low clusters of prostate cancer prevalence rates in Florida. 
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Figure 2. Counties in Florida and their prostate cancer prevalence rates, highlighting those with 30 per 10000 
population 
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Figure 3. Cities in Hillsborough County, Fl 
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Figure 4. Land use land cover classification of zip codes in Hillsborough County, Fl. 
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Figure 5. 
race and land cover.

 

Figure 6. 
land cover as regressors. 
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Figure 5. Pearson correlation analysis amongst prostate cancer prevalence rate, age, education, poverty, income, 
and land cover. 

Figure 6. Multiple linear regression of prostate cancer prevalence rate with age, education, income, poverty, race, 
land cover as regressors. 

International Journal of Geographic Information System                                                                       
ber 2017, pp. 1-21
http://acascipub.com/Journals.php

Copyright © acascipub.com, all rights reserved. 

Pearson correlation analysis amongst prostate cancer prevalence rate, age, education, poverty, income, 

Multiple linear regression of prostate cancer prevalence rate with age, education, income, poverty, race, 
land cover as regressors.  

International Journal of Geographic Information System                                                                       
21                                                                                  

http://acascipub.com/Journals.php

Copyright © acascipub.com, all rights reserved.  

Pearson correlation analysis amongst prostate cancer prevalence rate, age, education, poverty, income, 

Multiple linear regression of prostate cancer prevalence rate with age, education, income, poverty, race, 

International Journal of Geographic Information System                                                                       
                                                                                  

http://acascipub.com/Journals.php 

 

Pearson correlation analysis amongst prostate cancer prevalence rate, age, education, poverty, income, 

Multiple linear regression of prostate cancer prevalence rate with age, education, income, poverty, race, 

International Journal of Geographic Information System                                                                       
                                                                                  

Pearson correlation analysis amongst prostate cancer prevalence rate, age, education, poverty, income, 

Multiple linear regression of prostate cancer prevalence rate with age, education, income, poverty, race, 

International Journal of Geographic Information System                                                                       
                                                                                  

Pearson correlation analysis amongst prostate cancer prevalence rate, age, education, poverty, income, 

Multiple linear regression of prostate cancer prevalence rate with age, education, income, poverty, race, 

Pearson correlation analysis amongst prostate cancer prevalence rate, age, education, poverty, income, 

 
Multiple linear regression of prostate cancer prevalence rate with age, education, income, poverty, race, 

 

18 

 
Pearson correlation analysis amongst prostate cancer prevalence rate, age, education, poverty, income, 

Multiple linear regression of prostate cancer prevalence rate with age, education, income, poverty, race, 



International Journal of Geographic Information System                                                                       
Vol. 4, No. 3, October 2017, pp. 1-21                                                                                  
Available Online at http://acascipub.com/Journals.php 
 

 

 

19 
Copyright © acascipub.com, all rights reserved.  

 
Figure 7. Income distribution of Hillsborough County by zip code. 
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Figure 8. Durbin
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Figure 9. Hotspot Analysis of prostate cancer prevalence rate in Hillsborough County at zip code level 


